
we combined all the histone marks together in a
classifier. The resulting models could identify bind-
ing sites better than those based on any individual
mark (Fig. 7A and figs. S38B and S40A).

We further observed that chromatin features
are particularly good at identifying the bind-
ing peaks of some specific TFs. For example,
H3K4me2 and H3K4me3, which are usually
enriched in promoters, identified the binding
peaks of a group of five factors (CEH-14, CEH-
30, LIN-13, LIN-15B, and MEP-1) better than
the other TFs. This association is specifically
due to a relative enrichment of these H3K4me2
and H3K4me3 at the binding peaks of this
group of five TFs (fig. S41). It further suggests
that the chromatin features can be useful in
discriminating not only binding sites from the
genomic background but also the sites of
specific TFs in comparison with other TFs.
Indeed, we were able to build integrated models
to do this with reasonable accuracy (fig. S40B).
The same approach was also successful in dis-
criminating HOT regions from all TF-binding re-
gions (fig. S40B). Our models perform best when
chromatin features are measured at the same
stage as the TFs, suggesting a dynamic relation-
ship between chromatin and binding sites across
developmental stages (fig. S42).

To provide additional predictive power, we
incorporated into our models the information
from the specific sequence motif recognized by
a TF, summarized by a position-weight matrix.
The combined models with both chromatin and
sequence information were more accurate than
were models involving either type of information
alone (Fig. 7B and fig. S43). Thus, chromatin fea-
tures enable one to predict TF-accessible regions
and broad classes of binding sites, and motifs pro-
vide additional information on the exact sites bound
by particular factors, chosen from these broad classes.

Models relating chromatin to gene expression.
Next, we developed a model to relate chromatin
marks to gene expression levels. We divided the
regions around each TSS and transcript termi-
nation site (TTS) into small (100 bp) bins and
calculated the average signal of each chromatin
feature and RNA Pol II (13 features in total) in a
set of 160 bins up to 4 kb upstream and
downstream of these two anchors (to include
even long-range effects). Then at each bin, we
correlated the chromatin signals with the stage-
matched gene expression value (Fig. 7C). There
is clear variation across the bins in this correla-
tion, with the effect of making activating marks
more sensitive than are repressive ones to their
exact positioning relative to the TSS or TTS.

By combining all features at each of the 160
bins, we built a model for gene expression, pre-
dicting the quantitative expression levels of tran-
scripts with support vector regression (SVR) (6).
Predicted expression levels were highly correlated
with measured ones [correlation coefficient (r) =
0.75, cross-validated]. As an overall benchmark,
we compared our chromatin model with one
based on the level of RNA Pol II–binding alone
(r = 0.37); our model achieves better prediction
accuracy for expression levels.

To find the relative importance for gene ex-
pression of the 160 possible bin locations, we
divided genes into highly and lowly expressed
classes and predicted the class of each gene from
each bin. The best predictions were obtained from
bins immediately after the TSS and just before
the TTS. With increasing distance upstream of
the TSS, predictive power decreased smoothly.
Intriguingly, the predictive capability of chroma-
tin features extended as much as 4 kb upstream
of the TSS and 4 kb downstream of the TTS,
even when we restricted the analysis to widely
separated genes with distant neighbors. This
may indicate a long-range influence of chroma-
tin on gene expression.

In contrast to protein-coding genes, the asso-
ciation between histone modifications and miRNA

Fig. 7. Statistical models pre-
dicting TF-binding and gene
expression from chromatin fea-
tures. (A) Modeling TF-binding
sites with chromatin features.
The color of each cell represents
the accuracy of a statistical model
in which a chromatin feature or a
set of features acts as predictor
for TF binding or HOT regions. (B)
An example of combining chro-
matin and sequence features.
Potential binding sites of HLH-1
were predicted by using only se-
quence motifs, only chromatin
features, or both. (C) Correlation
pattern for a number of chro-
matin features in 100-bp bins
around the TSS (T 4 kb) and
TTS (T 4 kb) of transcripts at the
early embryo (EE) stage. The
Spearman correlation coeffi-
cient of each chromatin feature
with gene-expression levels
was calculated for each bin. (D)
Chromatin features can predict
expression levels for both protein-
coding genes and miRNAs. (Top)
A model involving all chromatin
features. (Bottom) The model for
protein-coding genes can also be
used to predict accurately miRNA
expression levels.
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expression has not been explored in detail. Be-
cause protein-coding and miRNA genes are both
transcribed by RNA Pol II, we applied the above
chromatin model, derived from protein-coding
genes, to the regions around candidate pre-
miRNAs. We then predicted expression levels
for 162 microRNAs, for which genomic loca-
tions are provided by miRBase (71), and com-
pared these predictions to the measurements in
the modENCODE small RNA-seq data set. We
found a correlation of 0.60 (r = 0.62 for just
miRNAs far from known genes) (Fig. 7D). That
expression of miRNAs can be predicted ac-
curately by using a chromatin model trained on
protein-coding genes is consistent with miRNAs
and protein-coding gene regulation sharing sim-
ilar mechanistic connections to histone marks.

Conservation Analysis
Because mutations are constantly accumulating
over evolutionary time, purifying selection slows
the rate of divergence of functional relative to
nonfunctional sequences (72). For this reason,
evolutionarily constrained regions can assist in
identifying functional elements (73). Although
some functional sequences may not be conserved,
are conserved in a way that we are unable to
detect, or are under positive selection (resulting
in accelerated divergence), the coverage of con-
strained bases by identified functional elements
is a valuable measure of the completeness of our
understanding of the genome. We characterized
regions of the C. elegans genome under evolu-
tionary constraint by constructing a multiple
alignment among the nematodes C. elegans,
C. remanei, C. briggsae, C. brenneri, C. japonica,
and Pristionchus pacificus using methods pre-
viously developed (1). We then calculated con-
servation scores with PhastCons (6, 74). These

procedures identified 59,504 constrained blocks
that cover 29.6% of the C. elegans genome as a
whole and range from 27.4% of chromosome
IV to 31.9% of chromosome X. The single largest
constrained block was 3558 bp on chromosome
V, but conserved blocks were typically much
smaller (mean 49 T 58.6 bp).

These conserved regions are highly corre-
lated with functional elements. We first exam-
ined the proportion of evolutionarily constrained
regions that overlap experimentally annotated
portions of the genome (Fig. 8A and fig. S44).
In the last WormBase freeze before the incorpo-
ration of modENCODE data (6), 50.8% of the
constrained regions were covered by annotations
supported by direct experimental evidence. Ad-
ding modENCODE protein-coding gene evi-
dence increased the coverage of constrained bases
to 58.3%. Other modENCODE increases came
from the 7k-set of ncRNAs (1.9%), TF-binding
sites, (5.9%), dosage compensation (9.3%), and
other chromatin-associated factors (2.8%). Thus,
modENCODE explains an additional 27.4%
(8.1 Mb) of the constrained portion of the ge-
nome; together with remaining unconfirmed
WormBase gene predictions (0.7%) and pseudo-
genes (0.6%), coverage now totals 79.5% of
constrained bases.

We then estimated the extent of constraint on
different functional elements by plotting the dis-
tribution of the PhastCons conservation scores
for each type of element (Fig. 8, B and C, and
fig. S45). The most constrained elements were
ncRNAs (both known and the 7k-set), presumably
reflecting the fact that conservation was a criterion
used to identify them. Next came protein-coding
elements, followed by miRNAs, TF-binding sites,
and other chromatin factor–binding sites. Pseudo-
genes, introns, and regions of the genome not

covered by modENCODE data sets all have low
levels of conservation. We then used the genome
structure correction (GSC) statistic (1, 75) to cal-
culate confidence intervals on the degree of over-
lap between evolutionarily constrained bases and
functional elements defined by modENCODE and
other sources. This demonstrated that coding re-
gions, ncRNAs, TF-binding sites, and other chro-
matin factor–binding sites are significantly more
constrained than would be expected by chance,
whereas regions covered by pseudogenes, introns,
and unannotated regions are significantly depleted
in constrained regions relative to chance.

Roughly 20.5% of the constrained genome
remains uncovered by known functional ele-
ments, but a portion of this sequence directly
abuts known functional elements. If the borders
of transcribed regions and chromatin-associated
protein-binding sites are extended across all con-
strained blocks that neighbor them, ~4.1 Mb
(14%) in isolated constrained blocks remains.
These residual constrained bases are highly en-
riched in introns and intragenic regions (table
S14), are moderately enriched in the 1-kb regions
upstream of TSSs, and are depleted in the 1-kb
regions downstream of TTSs. One potential ex-
planation for the residual constrained bases is that
they correspond to the binding sites of untested
TFs. Indeed, a plot of coverage of constrained se-
quence against numbers of TF experiments shows
that the relatively small numbers of TFs studied
here are far from saturating constrained bases (fig.
S47), implying that additional TFs may explain
part of the remaining constrained bases in these
regions. Other explanations for the residual con-
strained regions include other intronic regulatory
sites, transcribed regions that are expressed only
under rare circumstances, and possibly as-yet
unknown classes of functional elements.

Fig. 8. Relative proportion of annota-
tions among constrained sequences. (A)
Relative proportion of constrained and
unconstrained bases in the C. elegans
genome. Within the constrained re-
gion, the stacked bar chart shows the
cumulative proportion covered by var-
ious classes of annotated genomic ele-
ments. (B) Fraction of element classes
covering (red) constrained and (gray) un-
constrained bases. The error bars show
the 95% confidence interval for ran-
dom placement of elements calculated
with GSC. If the ends of the columns
are outside the confidence interval,
then it is unlikely that the fraction of
the element class overlapping con-
strained and/or unconstrained bases
could have occurred by chance. (C) Con-
straint profiles of broad categories
of elements. The x axis indicates the
PhastCons score of bases covered by
the element ranging from 0 (no con-
servation) to 1.0 (perfect conservation). The y axis indicates the log ratio of the number of bases with the given score covered, relative to what would be
expected by random element placement (dotted line) (fig. S45 shows more detail).

www.sciencemag.org SCIENCE VOL 330 24 DECEMBER 2010 1785

RESEARCH ARTICLES

 o
n 

F
eb

ru
ar

y 
28

, 2
01

1
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


Discussion
Our analysis illustrates patterns at multiple ge-
nomic scales: individual gene, chromosomal
domain, and whole-chromosome. At the first
scale, in addition to improving annotation of
protein-coding genes, we identified transcribed
pseudogenes and many previously unidentified
ncRNAs, mapped binding sites of TFs, built
regulatory networks, and constructed models
predicting binding location and expression
levels from chromatin marks. On a larger scale,
we found chromosomal domains—characterized
by repressive marks and interactions with the
nuclear envelope on the autosome arms—and
noted how the boundaries in these domains
align with changes in recombination frequency.
We also identified additional properties of the
entire X chromosome, including the preferential
accumulation of multiple mono-methylated his-
tone marks. Our large-scale approach also
discovered unexpected biological phenomena
that would be difficult to uncover in conven-
tional studies. In particular, upon profiling the
binding sites of 23 factors we identified regions
of clustered binding (HOT regions).

One limitation of the modENCODE strategy
is that we cannot readily distinguish low levels
of biochemical noise, such as a rare nonfunc-
tional transcription splice form, from biological-
ly important phenomena. The presence of such
noise may be an unavoidable part of the cell
regulatory machinery (76) and will only be dis-
tinguished from biologically important signals
through careful follow-up experimentation. An-
other limitation is that almost all experiments
were performed in populations of whole animals
composed of multiple tissues. Future studies will
increase the tissue-specific resolution of the data.

Model organisms such as C. elegans have
long served as key experimental systems for
developing technology and providing funda-
mental insights into human biology. Comparing
our modENCODE results with the ENCODE
pilot, which assessed functional elements in 1%
of the human genome, we can already begin to
see commonalities (6). For instance, for some ag-
gregated binding signals (such as for RNA Pol
II) the overall shape of the signal distributions
relative to the TSS are quite similar between hu-
man and C. elegans. Likewise, the overall amount
(per base pair) of transcription and binding by
TFs is comparable (fig. S49 and tables S15 and
S16). However, there are differences in the shape
of the aggregated signal distributions for a few
matched histone modifications (Fig. 6 versus
fig. S50). Moreover, the relative proportion of
constrained genome covered by experimental an-
notation is quite different in human and nema-
tode, perhaps reflecting evolutionary pressures
for a compact genome in the latter (fig. S48). A
more comprehensive comparison, including the
Drosophila genome data presented in the ac-
companying article, must await genome-wide
analysis of human cells—an effort currently
underway in the ENCODE project.

The modENCODE data sets are intended as
an enduring resource for the genomics com-
munity. All raw and analyzed data, metadata,
and interpreted results are available at www.
modencode.org, where they can be searched,
displayed, and downloaded. Raw sequencing
reads and microarray data are archived at the
Short-read Archive and the Gene Expression
Omnibus, and higher-order results are being
incorporated into WormBase (77). In addition,
we have assembled a compact guide to the data
sets used (at www.modencode.org/publications/
integrative_worm_2010) (table S1) (6) and have
populated a community cloud-computing re-
source with the data and analysis tools to
facilitate further investigation by interested
researchers (6). We expect that analyses of these
data sets in the coming years will provide
additional insights into general principles of
genome organization and function, which will
ultimately aid in annotating and deciphering the
human genome.
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To gain insight into how genomic information is translated into cellular and developmental
programs, the Drosophila model organism Encyclopedia of DNA Elements (modENCODE) project
is comprehensively mapping transcripts, histone modifications, chromosomal proteins, transcription
factors, replication proteins and intermediates, and nucleosome properties across a developmental
time course and in multiple cell lines. We have generated more than 700 data sets and discovered
protein-coding, noncoding, RNA regulatory, replication, and chromatin elements, more than
tripling the annotated portion of the Drosophila genome. Correlated activity patterns of these
elements reveal a functional regulatory network, which predicts putative new functions for genes,
reveals stage- and tissue-specific regulators, and enables gene-expression prediction. Our results
provide a foundation for directed experimental and computational studies in Drosophila and
related species and also a model for systematic data integration toward comprehensive genomic
and functional annotation.

Several years after the complete genetic se-
quencing of many species, it is still unclear
how to translate genomic information into

a functional map of cellular and developmental
programs. The Encyclopedia of DNA Elements
(ENCODE) (1) and model organism ENCODE
(modENCODE) (2) projects use diverse genomic
assays to comprehensively annotate the Homo
sapiens (human), Drosophila melanogaster (fruit
fly), andCaenorhabditis elegans (worm) genomes,

through systematic generation and computational
integration of functional genomic data sets.

Previous genomic studies in flies have made
seminal contributions to our understanding of
basic biological mechanisms and genome func-
tions, facilitated by genetic, experimental, compu-
tational, andmanual annotation of the euchromatic
and heterochromatic genome (3), small genome
size, short life cycle, and a deep knowledge of
development, gene function, and chromosome

biology. The functions of ~40% of the protein-
and nonprotein-coding genes [FlyBase 5.12 (4)]
have been determined from cDNA collections
(5, 6), manual curation of gene models (7), gene
mutations and comprehensive genome-wide
RNA interference screens (8–10), and compara-
tive genomic analyses (11, 12).

The Drosophila modENCODE project has
generated more than 700 data sets that profile
transcripts, histone modifications and physical
nucleosome properties, general and specific tran-
scription factors (TFs), and replication programs
in cell lines, isolated tissues, and whole orga-
nisms across several developmental stages (Fig. 1).
Here, we computationally integrate these data
sets and report (i) improved and additional ge-
nome annotations, including full-length protein-
coding genes and peptides as short as 21 amino
acids; (ii) noncoding transcripts, including 132
candidate structural RNAs and 1608 nonstruc-
tural transcripts; (iii) additional Argonaute (Ago)–
associated small RNA genes and pathways,
including new microRNAs (miRNAs) encoded
within protein-coding exons and endogenous small
interfering RNAs (siRNAs) from 3′ untranslated
regions; (iv) chromatin “states” defined by com-
binatorial patterns of 18 chromatin marks that are
associated with distinct functions and properties;
(v) regions of high TF occupancy and replication
activitywith likely epigenetic regulation; (vi)mixed
TF and miRNA regulatory networks with hierar-
chical structure and enriched feed-forward loops;
(vii) coexpression- and co-regulation–based func-
tional annotations for nearly 3000 genes; (viii)
stage- and tissue-specific regulators; and (ix)
predictive models of gene expression levels and
regulator function.

Overview of data sets. Our data sets provide
an extensive description of the transcriptional, epi-
genetic, replication, and regulatory landscapes of
the Drosophila genome (table S1). Experimental
assays include high-throughput RNA sequencing
(RNA-seq), capturing-small and large RNAs and
splice variants; chromatin immunoprecipitation
(ChIP)–chip andChIP followed by high-throughput
sequencing (ChIP-seq), profiling chromosomal
and RNA binding or processing proteins; tiling-
arrays, identifying and measuring replication pat-
terns, nucleosome solubility, and turnover; and
genomic DNA sequencing, measuring copy-
number variation. We conducted most assays in
the sequenced strain y; cn bw sp (13), with mul-
tiple developmental samples (30 for RNA expres-
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CorreCtions & CLarifiCations

www.sciencemag.org    sCiEnCE    erratum post date    7 JanuarY 2011 

Erratum
Research Articles: “Integrative analysis of the Caenorhabditis elegans genome by the 
modENCODE Project” by M. B. Gerstein et al. (24 December 2010, p. 1775). There were 
two errors in the reference list. The first author of reference 15 should be W. C. Spencer. 
The periodical in reference 57 should be Genome Biology.
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mRNA, triplet code, C. elegans, and beyond Bad science and 
torture

32 35

Publish and Flourish
IN THEIR LETTER “BATTLING THE PAPER GLUT” 
(17 September 2010, p. 1466), D. Siegel and 
P. Baveye lament that the academic commu-
nity continues to enforce a “publish or per-
ish” policy that is bad for science.

Siegel and Baveye suggest that high pub-
lication output may be correlated with low 
quality. Yet objective measures of quantity 
and quality of publications in science indicate 
that the best authors are usually the ones who 
publish the most (1).

Siegel and Baveye further claim that scien-
tists who publish prolifi cally are trying to pad 
their resumés (in a “salami slicing” approach), 
but publishing one’s lifetime work all at once 
would be of very limited use to the scientifi c 
community. It can be argued that the “least 
publishable unit” is a valuable scientifi c tool 
that facilitates data management, provides 
rapid dissemination of information, and stim-
ulates integration of research efforts (2).

Siegel and Baveye go on to argue that the 
“paper glut” is responsible for a perceived del-

uge of publications and, consequently, for our 
inability to keep up with the literature. Yet, 
half a century ago, Derek Price found that 
publications in progressive sciences develop 
exponentially and have been doing so since at 
least the early 1900s (3). This trend indicates 
that scientists have felt overwhelmed by the 
scientifi c literature since long before the “pub-
lish or perish” policy took hold in the 1950s.

It is perhaps symptomatic that the letter 
was titled “Battling the paper glut.” Most of 
us who are actively involved in science today 
do not worry about a hypothetical paper 
glut, for the simple reason that we store 
scientifi c documents electronically, not on 
paper. In the electronic age, the claim can be 
made that a manuscript is suitable for publi-
cation if it is technically sound and that the 
importance of any particular article should 
be determined after publication by the read-
ership. This is the claim made by PLoS 

ONE, whose explosive success in scientifi c 
publishing is an indication that the contem-
porary scientifi c community endorses the 
claim (4).

With a rigorous peer-review system, com-
petent scientists can publish and will fl ourish; 
incompetent scientists cannot publish and 
will perish. In the end, science wins.

ROBERTO REFINETTI

Circadian Rhythm Laboratory, University of South Carolina, 
Walterboro, SC 29488, USA. E-mail: refi netti@sc.edu
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Indian Science: 

Steps to Excellence

THE NEWS OF THE WEEK STORY “INDIA’S 
vision: From scientific pipsqueak to pow-
erhouse” (P. Bagla, 1 October  2010, p. 23) 
highlights a number of steps that India could 
undertake to increase its scientific output 
to a level on par with developed countries. 
We disagree with the implication that the 

Fight for Yasuni Far from Finished

AS A SCIENTIST WITH EXPERIENCE IN WESTERN AMAZONIA SINCE 1979, INCLUDING 16 YEARS 
monitoring oil impacts in Yasuni, I appreciate the publicity that E. Marx’s News Focus story 
(“The fi ght for Yasuni,” 26 November 2010, p. 1170) brings to the issue of conserving the bio-
diversity in this Ecuadorian forest. However, when Marx writes that we’re “on the verge of win-
ning” the battle, I simply must differ. 

Undoubtedly, gathering and sharing hard data from Yasuni over the past two decades have 
substantially strengthened arguments for its conservation. Nonetheless, fi lling the trust fund 
with enough contributions to compensate Ecuador for the oil fi elds that will not be built in 
Yasuni is a daunting challenge. After 3 years of worldwide campaigning for the Yasuni-ITT 
Initiative, we received contributions of just US$100,000 in the fi rst 4 months after its launch—
this sum represents a mere 1/1000th of the fi rst year’s requirement. Each and every day for the 
next year, we need to receive nearly US$300,000 if we are to reach our goal of US$100 million 
by December 2011. More dauntingly, the second year requires 3 times that amount—US$300 
million—and the Initiative calls for that amount to be repeated annually for another 11 years. 
Complacency or a premature “mission accomplished” won’t suffi ce.  

KELLY SWING

Tiputini Biodiversity Station, University of San Francisco de Quito, Quito, Ecuador. E-mail: kswing@usfq.edu.ec
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Indian government is not bolstering scientifi c 

research. In addition to luring excellent non-

resident Indian scientists back to the country, 

the government has recently opened several 

high-quality research institutions (such as the 

Indian Institutes of Science Education and 

Research) and established additional cam-

puses of the Indian Institutes of Technology. 

The number of Ph.D. and postdoctoral fel-

lowships has doubled over the past 5 years 

(1–3). 

However, Bagla overlooked two impor-

tant explanations of India’s underachieve-

ment. First, the reservation system, based on 

the caste system, downgrades the importance 

of merit and quality when it comes to the 

appointment and promotion of faculty mem-

bers. Moreover, tenured faculty positions in 

Indian universities are safe until retirement 

irrespective of research output. The discon-

nect between achievement and advancement 

curbs students’ enthusiasm for the research 

career and leads many of the best scientists 

to pursue opportunities in western coun-

tries. Second, other than the central institu-

tions of excellence, most Indian universities 

have not traditionally focused on research but 

rather on producing graduates for industry. 

The brightest students are attracted to pro-

fessional courses leading to the lucrative job 

market, further shrinking the student base 

needed for basic science research. 

To revolutionize science in India, the 

reservation-based selection process of 

students and faculty should be abolished, and 

scientists should be promoted and given sal-

ary incentives based on their research quality. 

Without these initiatives, although it may be 

possible to meet the target of 30,000 science 

Ph.D.’s per year by 2025, the quality of stu-

dent work and that of India’s overall research 

effort will still be lacking.
JAGADEESH BAYRY,1,2* SRINI V. KAVERI,1,2 

PETER FOLLETTE3
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Culture and Biodiversity 

Losses Linked

IN THEIR REVIEW “BIODIVERSITY CONSER-
vation: Challenges beyond 2010” (10 

September 2010, p. 1298), M. R. W. Rands 

et al. do not sufficiently emphasize the 

connection between the biodiversity crisis and 

threats facing indigenous communities. The 

United Nations’ recent “State of the World’s 

Indigenous Peoples” report highlights the 

threat of extinction looming over traditional 

customs and knowledge around the world 

(1). According to the report, indigenous com-

munities “make up about one-third of the 

world’s 900 million extremely poor rural peo-

ple,” whose livelihoods are intimately tied to 

regional ecology (1). Traditional culture loss 

and biodiversity loss share several important 

drivers, such as urbanization and exposure to 

globalized commercialization (2). 

Preserving traditional ecological knowl-

edge and know-how can abet conservation 

research and practice. Community inclu-

sion has yielded data on the identifi cation 

and distribution of new and previously 

described species (3–5) and has also con-

tributed to natural resource assessments 

(6). Furthermore, given access to basic 

technological resources such as GPS and 

participatory mapping, local peoples have 

effectively contributed to and enforced 

conservation policies (7). These dynam-

ics between indigenous communities and 

biodiversity loss, and the challenges and 

opportunities therein, merit more rigorous 

consideration in conservation planning.
TONG WU AND MICHAEL ANTHONY PETRIELLO

School of Forestry, Northern Arizona University, Flagstaff, 
AZ 86011, USA. 

*To whom correspondence should be addressed.  E-mail: 
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CORRECTIONS AND CLARIFICATIONS

Research Articles: “Integrative analysis of the Caenorhabditis elegans genome by 
the modENCODE Project” by M. B. Gerstein et al. (24 December 2010, p. 1775). There 
were two errors in the reference list. The fi rst author of reference 15 should be W. C. 
Spencer. The periodical in reference 57 should be Genome Biology.

Books et al.: “Inventive constructions using biobricks” by V. Vinson (17 December 
2010, p. 1629). The word “biobrick” was incorrectly used as a noun. The word “bio-
brick” is an adjective trademarked by the public-benefi t BioBricks Foundation (BBF) 
that defi nes a brand of standard biological parts.

Books et al.: Browsings (10 December 2010, p. 1482). The title of Richard Evan 
Schwartz’s book is “You Can Count on Monsters: The First 100 Numbers and Their 
Characters.”

Books et al.: “Shades of gray in DNA drama” by B. Juncosa (3 December 2010, 
p. 1322). The second sentence in the last paragraph should have concluded “her 
contributions to the human understanding of life’s hereditary material are diffi cult 
to overstate.”

Reports: “A magnetized jet from a massive protostar” by C. Carrasco-González et al. 
(26 November 2010, p. 1209). The scale bars were mistakenly omitted from Fig. 1. 
The correct fi gure is shown here.

Reports: “A Vibrio effector protein is an inositol phosphatase and disrupts host cell 
membrane integrity” by C. A. Broberg et al. (24 September 2010, p. 1660). The leg-
end for Fig. 3, E and F, incorrectly referred to 2xFYVE domain instead of PH(PLCd1)-
GFP. The legend should read: “Quantitation of (E) blebbing or (F) GFP at the mem-
brane in Hela cells transfected with PH(PLCd1)-GFP and empty vector, VPA0450, or 
VPA0450-H356A.”
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Response
WE COMPLETELY AGREE WITH WU AND 
Petriello that a connection exists between the 

biodiversity crisis and threats to indigenous 

communities. Indeed, there are remarkable 

parallels between the geographic pattern of 

threats to biodiversity and threats to indig-

enous languages (1). Although this geo-

graphic congruence was not the subject of 

our Review, we did touch on the argument 

that indigenous knowledge, action, and 

involvement can help conservation. 

The world’s governments have also rec-

ognized this link through the newly adopted 

Strategic Plan of the Convention on Biologi-

cal Diversity (2). Target 18 of the plan speci-

fi es that by 2020, “the traditional knowledge, 

innovations and practices of indigenous and 

local communities relevant for the conserva-

tion and sustainable use of biodiversity, and 

their customary use of biological resources, 

are respected,” in ways that have “the full 

and effective participation of indigenous and 

local communities, at all relevant levels.” We 

support this objective but note that this target 

presents a considerable practical and politi-

cal challenge, given the marginalized status 

and impoverishment of indigenous and local 

communities. Greater involvement of local 

communities will be essential if conserva-

tion efforts are to succeed in making sub-

stantial and sustainable progress in tackling 

biodiversity loss.
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ANDREW CLEMENTS,4 DAVID COOMES,5 
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Letters to the Editor

Letters (~300 words) discuss material published 

in Science in the past 3 months or matters of 

general interest. Letters are not acknowledged 

upon receipt. Whether published in full or in part, 

Letters are subject to editing for clarity and space. 

Letters submitted, published, or posted elsewhere, 

in print or online, will be disqualifi ed. To submit a 

Letter, go to www.submit2science.org.
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